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Abstract —The design of microwave integrated circuits requires accurate
simulation tools capable of predicting a variety of nonlinear distortion
effects, including gain compression and intermodulation distortion. This
paper uses the recently developed generalized power series analysis to
simulate a MESFET amplifier. The simulations are in agreement with
experimental results for single-tone and two-tone inputs, thereby validating
the analysis method. This analysis is suited to nonlinear microwave circuits
having arbitrarily spaced input frequencies.

I. INTRODUCTION

NTEREST IS rapidly growing in the computer-aided

design of microwave circuits. While a variety of power-
ful design tools have been developed for linear circuits, few
tools are available for the design of nonlinear analog
circuits. In fact, there is currently a large research effort
aimed at nonlinear circuit analysis methods. The methods
being studied fall into three categories, depending on how
the linear and nonlinear circuit elements are handled:
time-domain methods, where all elements are analyzed in
the time domain (e.g. SPICE [1]); frequency-domain meth-
ods, where all elements are analyzed in the frequency
domain (e.g. Volterra series techniques [2], [3]); and hybrid
methods, which are combinations of time- and frequency-
domain techniques including the harmonic-balance meth-
ods (e.g. N-FET [4] and HARMONICA [5]). Each of these
methods has certain advantages and limitations, which will
be briefly discussed. In particular, the suitability of the
method to analyzing phenomena such as mixing and inter-
modulation will be mentioned as this represents an ex-
treme test of the analysis technique.

Time-domain simulators enjoy a wide range of applica-
tions, including both analog and digital circuits having
either steady-state or transient responses. Several factors,
however, limit the applicability of these methods to micro-
wave circuit analysis. Distributed circuits are particularly
difficult to model in the time domain. Convergence of the
numerical methods is a problem when the circuit contains
widely varying time constants or when widely spaced
frequency components are present, resulting in lengthy
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computation times. The time-domain simulation of sys-
tems with multifrequency excitation requires multidimen-
sional signal processing to determine intermodulation
levels. Both time-domain simulations and multidimen-
sional transform techniques have dynamic range limita-
tions [6] so that small intermodulation levels can be dif-
ficult to resolve. Time-domain methods achieve generality
at the cost of computation time.

In contrast, frequency-domain methods trade generality
for efficiency. These methods determine the steady-state
response of a circuit having a small number of sinusoidal
inputs. A traditional frequency-domain technique is Volt-
erra series analysis [2], [3]. This technique is ideally suited
to multifrequency analysis but is limited in its ability to
deal with strong nonlinearities and with large signals. This
limitation is due to the algebraic complexity involved with
Volterra nonlinear transfer functions of order greater than
three.

The hybrid methods are currently enjoying wide popu-
larity. In these methods, the linear circuit elements are
analyzed in the frequency domain while the nonlinear
elements are analyzed in the time domain. Thus, some of
the efficiency of frequency-domain methods is retained but
now strong nonlinearities can be handled. The difficulty
arises in interfacing the time and frequency domains. This
is accomplished using Fourier transform techniques, which
requires that the frequencies considered be harmonically
related, as in [7], or that in special cases closely spaced
frequencies be considered, as in [8]. Thus, these methods
are limited in their ability to simulate mixing and inter-
modulation.

A new frequency-domain technique has recently been
developed termed generalized power serics analysis (GPSA)
[9]-{12]. This method is related to Volterra analysis [13]
but is not limited to small signals or to weak nonlineari-
ties. The purpose of this paper is to experimentally verify
this technique and to demonstrate its application to a
simple MESFET circuit. We present a brief review of
GPSA, an outline of the computer simulation used, an
explanation of how the transistor is characterized, a de-
scription of the experiments, and a discussion of the
results.

0018-9480 /87 /1200-1248501.00 ©1987 IEEE



RHYNE AND STEER: GENERALIZED POWER SERIES ANALYSIS

II. REVIEW OF GENERALIZED POWER SERIES
ANALYSIS

In this section, we briefly review generalized power
series analysis, details of which are presented elsewhere
[91-[12]. A generalized power series is simply a power
series with the addition of order-dependent time delays
and complex coefficients, for example
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where y(#) is the output of the system; / is the order of the
power series terms; a, is a complex coefficient; 7, , is a
time delay that depends on both power series order and
the index of the input frequency component; and b, is a
real coefficient. Such an expression can model a wide
variety of nonlinear devices [14], [15]. The motivation for
expressing the nonlinear elements using such a series is
that for an N-component multifrequency input
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the phasor of the gth component of the output y of radian
frequency w, is given by [16]
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where w, =X _ n,w,, a set of n,’s defines an intermod-
ulation product, and »n is the order of intermodulation.
Given the generalized power series description (which is a
time-domain representation), and a frequency-domain rep-
resentation of the input (e.g., voltage phasors), formulas
are available to calculate the frequency-domain representa-
tion of the output (e.g., current phasors) [10], [11], [16]. In
addition, formulas are available for calculating the deriva-
tives of the output with respect to the input and for
calculating the derivatives of the output with respect to
frequency.

The summations of (3) are over the infinite number of
intermodulation products (the Y,/’s) yielding the gth out-
put component. Generally when a nonlinear circuit is
excited by a finite number of sinusoids, an infinite number
of frequency components will be present. In order to
analyze such a problem numerically, the number of
frequency components considered in the analysis must be
truncated.

The formulas just described can be used to analyze
nonlinear circuits in a method similar to harmonic balance.
(A typical harmonic balance method is described in [7].) In
both techniques the circuit is divided into linear and
nonlinear subcircuits. Both methods find the steady-state
solution by minimizing an objective function with respect
to the node voltage phasors. This error function is the sum
of the squares of the total currents at each node common
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to the linear and nonlinear subcircuits, e.g.

M N
_ 2
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(4)

where [,  is the current flowing into the linear subcircuit
at node p and frequency g, and 1, , is the current flowing
into the nonlinear subcircuit at node p and frequency g.
At steady state the current flowing into the linear subcir-
cuit should be equal and opposite to the current flowing
into the nonlinear subcircuit at each frequency, and E
should equal zero. Calculation of the error function is done
by assuming values for the node voltage phasors and then
calculating the current phasors and the error. The voltage
estimate is updated, using Newton’s method, until the
error is reduced to an acceptable level. Here the level of
error that is acceptable is dependent on the magnitude of
currents flowing in the circuit.

Both harmonic balance and GPSA methods calculate
the currents in the linear subcircuit using well-developed
frequency-domain circuit techniques. They differ in the
calculation of currents in the nonlinear subcircuit. Har-
monic balance methods use a Fourier transform to convert
the frequency-domain voltages into time-domain signals,
and time-domain methods are then used to calculate time-
domain currents. In turn, these currents are Fourier trans-
formed into a frequency-domain representation which is
used to calculate the harmonic balance error. In GPSA, the
frequerncy-domain voltages are used along with generalized
power series representations of the nonlinearities as inputs
to formulas that directly calculate the frequency-domain
currents. These currents are then used to calculate the
error. As transform techniques are not required, GPSA is
not limited to harmonically related signals; thus the proce-
dure is termed a spectral balance technique. The following
section describes the computer simulations based on this
method.

I1I.

The simulations described in this paper were done using
a program we are developing, called FREDA (FREquency
Domain Analysis), based on generalized power series anal-
ysis [9], [17]. At this stage of development, FREDA is
designed for single MESFET circuits. (Improvements are
being made to allow consideration of larger nonlinear
circuits.) The nonlinear subcircuit has a fixed topology,
shown in Fig. 1, and is used to model the nonlinearities of
the MESFET. This topology has been used successfully to
model MESFET behavior with other simulation techniques
[7], (18], [19]. Each of the nonlinearities in Fig. 1 is
described using generalized power series functions of volt-
age. The linear subcircuit is arbitrary and is specified by
the user in a format similar to that for SPICE [1] and
TOUCHSTONE [20]. The linear subcircuit contains ad-
ditional elements needed to model the transistor along
with any external circuitry. The user specifies the frequen-
cies to be considered, the dc voltages, and the power levels
of the ac sources.

COMPUTER SIMULATIONS
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Fig. 1. Circuit used to model the nonlinear behavior of the transistor.

Each nonlinear element is represented by a generalized power series.
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Fig. 2. Flowchart for FREDA.
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Fig. 3. Complete circuit used to model the transistor.

The operation of FREDA is illustrated in Fig. 2. The
circuit to be analyzed is input to FREDA along with
information about the frequencies and power levels to be
considered (typically a range of input powers is simulated).
In addition, FREDA requires an initial estimate of the
circuit voltages. This estimate can be made for a low value
of input power, where it can be almost arbitrary. This
estimate is used to calculate the currents in the linear and
nonlinear subcircuits and the derivatives of the currents
with respect to the node voltages. The currents are used to
calculate the error function and the derivatives are used to
calculate the Jacobian. The voltage estimate is updated
using Newton’s method. This is continued until the error is

IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. MTT-35, NO. 12, DECEMBER 1987

reduced to an appropriate level. The input power level is
then incremented and the previous solution, appropriately
scaled, is used as the next initial estimate. The level of
error that is acceptable is determined as a fraction of the
dc drain-source current, as in [7]. In the simulations
described in this paper, the ratio of the square root of the
current error (4) to the dc drain—source currem is at most
1074

The circuit of Fig. 3 (with 50-Q source and load imped-
ances and bias circuitry added) was simulated using
FREDA. For these simulations no matching circuits were
used and simulations were performed for the case of a
single-tone input as well as for two input tones. The
following section describes the characterization of a tran-
sistor for use in the simulations.

IV. DEvVICE CHARACTERIZATION

The device used here is a low-noise, medium-power
GaAs MESFET (Avantek AT8250). While the nonlinear
behavior of the transistor is modeled by the circuit of Fig.
1, the complete transistor model, including parasitics and
other linear elements, is shown in Fig. 3. In the simulations
presented here only G,,, Cy, C,, and R, of Fig. 1 were
taken to be nonlinear. The linear element values and the
generalized power series representations were developed
from dc and small-signal microwave measurements assum-
ing the device to be quasi-static [21]. The procedure used
to determine the model parameters is illustrated in Fig. 4.

The magnitude of the transconductance G,, was found
from dc measurements of the drain current at varying
gate—source voltages with the drain—source voltage fixed
at the chosen operating point (V,, =3 V). Smali-signal s
parameters were measured over the frequency range
0.5-15.0 GHz at various bias voltages, including zero bias
(Le., V=V, =0 V). With zero drain-source voltage, the
equivalent circuit becomes the circuit shown in Fig. 5,
which is useful in determining the various parasitic ele-
ments because the model for the transistor has three fewer
elements to be optimized [22], [23]. TOUCHSTONE [20]
was used to optimize the circuit of Fig. 5 to match the
measured zero-bias s parameters over the frequency range
0.5-10 GHz. (The values of R and C which model the
channel at zero bias were also optimized, although their
values are not used in the simulations.) With the linear
elements determined, the model of Fig. 3 was then opti-
mized to match the measured s parameters at each bias
setting, resulting in a table of nonlinear element values as a
function of bias voltage. Figs. 6 and 7 compare the mea-
sured s parameters and the s parameters of the transistor
model. Because FREDA cannot currently handle multidi-
mensional nonlinearities, the drain—source current must be
modeled as a component dependent only on the gate—
source voltage and a component dependent only on the
drain-source voltage. This restriction results in a com-
promise in the selection of values for G,, and R, between
the best fit at the operating point versus the best fit over a
range of voltage. The result is the imperfect fit between the
model and the measured s parameters, particularly S,,.
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Fig. 5. Circuit used to model the transistor at zero bias.
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Fig. 6. Comparison of measured values (points) and simulated values
(solid lines) of §;, and S,, over the frequency range 0.5-10.65 GHz at
the bias point ¥, =30V, V,,=—01V.

The nonlinear simulation requires that the nonlinear
element values be described by generalized power series in
voltage. A least-squares routine was used to fit power
series to the data determined from the TOUCHSTONE
optimizations: The power series are of the following form:
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Fig. 7. Comparison of measured values (points) and simulated values
(solid lines) of S}, and $,; over the frequency range 0.5-10.65 GHz at
the bias point V,, =30V, V,;=-01V.

TABLE I
POWER SERIES COEFFICIENTS USED AS INPUTS TO THE
SIMULATIONS
order of coefficient

Q 1 2 3 1 5 (1] 1
Ixm 266e-1 696e-1 ' 275e-1 - 340e-1 211e-1 400e-1 - 2121 | - 224e-1
(‘lu €56e-12 387e-12 154e-12 897e-12 614e-12
('d‘ 18be-12 | - 2RGe-12 13Re-12 | - 200e-13 2%1e-14
lm- ~361e-1 B6720-1 - T17e-1 t7e-1 ~ 161e-1 331e-2 | - 369e-3 189e-4

These are the functions described by (5)-(8) and plotted in Figs. 8
and 9. The simulations require functions for charge as a function of
voltage instead of capacitance. The series for C,; and C,, are modified
as explained in the text.

the drain—source current component dependent on the
gate—source vollage
- ' 2
Igm = &mo + gmll/jg{s‘ + ngI/g{y +-- (5)
where V) =V,e/*" and g,=0d1,,/V,; the drain-
source current component dependent on the drain-source
voltage

(6)

_ 2
Lys = ryso+ tuaVas + tadVis + -+

where G,, = dI,, /dV,; the gate—source capacitance

- 24 ...
Cgs - CgsO + CgslVgs + CgsZVgs +

(7)
and the drain-source capacitance
Cyy=Caso+ CaaVas + CapaVi + -+ (8)

In circuit simulations the nonlinear capacitors must be
described by equations of charge as a function of voltage
instead of capacitance, Equations (7) and (8) are easily
converted by integrating with respect to voltage, e.g.

0(v) = [C(v) do. %)

The current through the capacitor is found by taking the
time derivative of the charge. If I, and Q, are phasor
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Fig. 8. Optimized values of the gate—source capacitance C,, and the
transconductance G, as a function of gate—source voltage. The points

are the optinmzed values and the curves are the power series representa-
tions.
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Fig. 9 Optimized values of the drain-source capacitance C,, and the
drain-source conductance G,, as a function of drain—source voltage.
The points are the optimized values and the curves are the power series
representations.

components, with radian frequency w,, of current and
charge, then I, = jw,Q,. Thus the current flowing through
the capacitor can be expressed in terms of a generalized
power series of voltage

ii=jo(gV+agVi+- ) (10)

where w, the radian frequency of a component of i, is not
unique. The values of the power series coefficients corre-
sponding to (5)~(8) are summarized in Table 1. It should
be noted that the series are functions of one variable only
and that while expressions for capacitance as a function of
voltage are input to the simulations, these are converted to
expressions of charge with respect to voltage for simula-
tion purposes. Although some of these elements are best
described by functions of both V,, and V,, only elements
that are nonlinear functions of a single variable can be
simulated using the current software. Work is in progress
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Fig. 10. Resuits of the single-tone test. Power output in (a) the funda-
mental at 3 GHz, (b) the second harmonic, and (c) the third harmonic
are shown as a function of input power. The points are measurements
and the curves are simulated results.

to extend these techniques to multidimensional functions.
Figs. 8 and 9 show the optimized values of G, C,, G,
and C,, compared to their power series representations.

V. EXPERIMENT

The transistor was placed in an Avantek test fixture and
bias was applied through two broad-band bias tees so that
Vyo=3Vand V, = —0.1V. The power input to the device
was computer controlled using a p-i-n diode attenuator.
The power output was measured using a spectrum analyzer,
which was also computer controlled. The input power was
incremented in steps and the power was measured at all
frequencies of interest.

For the single-tone test, an input frequency of 3 GHz
was used and the output power was measured at 3, 6, and
9 GHz. The input power was varied from —35 dBm to 10
dBm. In Fig. 10 the results of the simulation with one
input tone are compared to the experimental results. The
simulation is continued until the gain is compressed by 3
dB from its small-signal value of 10.1 dB. Experimentally,
the small-signal gain was observed to be approximately 10
dB and the power output in the fundamental saturated at
16 dBm. Shown are the fundamental and first two harmon-
ics.

For the two-tone intermodulation test, the transistor was
again biased at V;;=3 V and V,;=-0.1 V. Two equal-
amplitude signals were input, one at 2.35 GHz and one at
2.40 GHz. The input power was varied from —35 dBm to
5 dBm, and the output power was measured at the funda-
mental frequencies, their harmonics, and the third-order
intermodulation frequencies. (The frequencies and power
levels used were chosen entirely for experimental conveni-
ence and not for ease of simulation.) The results of the
two-tone intermodulation test are shown in Fig. 11. The
power output in one of the input tones (2.35 GHz) is
shown along with the power output in one of the third-order
intermodulation frequencies (2.3 GHz).
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Fig. 11. Results of the two-tone test. Power output in (a) one of the
fundamentals at 2.35 GHz and in (b) one of the third-order intermod-
ulation frequencies at 2.3 GHz is shown as a function of input power.
The points are measurements and the cutves are simulated results.
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In the single-tone and two-tone test results in Figs. 10
and 11, the predicted powers output at the fundamental
frequency are seen to be in excellent agreement with the
experimental results. The agreement for the power output
.at the harmonic frequencies shown in Fig. 10 is not as
good. This is believed to be due to the neglect of forward
conduction through the gate and to the two-dimensional
character of the drain—source current, which is not ade-
quately modeled here. The third-order intermodulation
product is accurately predicted, however, as shown in Fig.
11.

Fig. 12 shows the magnitude of the square root of the
current error (4) divided by the dc drain—source current as
a function of the iteration number for several points in the
two-tone simulation. Typically, FREDA converges in less
than ten iterations per point and often fewer than five
iterations are required. Indeed, if the nonlinear elements
are actually linear, convergence is obtained after one or
two iterations. The method is very efficient for weakly
nonlinear circuits or when the applied signals are small.
Computational effort increases only when the nonlinearity
is significant.

It is interesting to compare the performance of FREDA
to the harmonic balance simulator reported in [7]. Curtice
uses harmonic balance to simulate a single MESFET
amplifier with two tones input. In [7] the simulated inter-
modulation distortion results are within a few dB of the
experimental results, comparable to the results presented
here in Fig. 11. The computation times are significantly
different. Curtice reports a typical execution time of 8 min
on a VAX 11,780 with a floating-point accelerator. The
simulations reported here require 60-90 5 on a MicroVAX
1T running ULTRIX 1.2. Another difference is that the
simulations using FREDA do not require the frequencies
to be harmonically related, as is required in the harmonic
balance methods.

DiscussioN
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Fig. 12. The square root of the error of (4) divided by the dc
drain-source current for the two-tone simulation as a function of the
iteration number. (a) Simulation with —10 dBm input power. The
initial estimate for the node voltages is arbitrary (except for dc, which
is set to the bias level). This solution was used to obtain the initial
estimate for (b) a simulation with —5 dBm input power. The process
was repeated for (c) a simulatioh with 0 dBm input power.

In addition to calculating output powers at all the
frequencies considered, FREDA provides information
about the behavior of the nonlinear elements. This infor-
mation can be used to calculate the effective value of the
elements at the fundamental frequency as a function of
input power. When the steady-state solution has been
found, FREDA provides the currents through the nonlin-
ear elements and the voltages dcross the elements at all of
the frequencies used in the simulation. Dividing the funda-
mental component of the voltage across an element by the
fundamental component of the current through the ele-
ment gives a quantity which can be regarded as the effec-
tive large-signal impedance seen at the fundamental
frequency. The calculated imipedances can then be inter-
preted as resistors, capacitors, or inductors, as required.

Effective element values, as seen at the fundamental,
were calculated for each nonlinear component of the
MESFET model (see Fig. 1) using the procedure described
above. In Fig. 13 the effective value of the transconduc-
tance (G,,) as a function of incident power is plotted and
is seen to decrease by about 25 percent over the range of
input power considered.

More interesting effects are noticed in the large-signal
behavior of the gate-source capacitance (C,,). As the
power input to the transistor is increased, the current
through the nonlinear capacitor begins to have a compo-
nent that is in phase with the voltage across the capacitor.
This is a parametric effect and can be modeled at the
fundamental as a resistance in parallel with a capacitance.
This resistance represents the power converted from the
fundamental to another frequency. Fig. 14 shows the val-
ues of the parallel resistor and capacitor needed to predict
the large-signal behavior of C,, as a function of input
power. The effective capacitance increases by about 8
percent while the effective resistance decreases by a factor
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Fig. 13. The effective value of the transconductance at the fundamentat
frequency as a function of the input power for the two-tone simulation.
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Fig. 14. The values of the parallel resistor and capacitor needed to
model the large-signal behavior of Gy at the fundamental frequency as
a function of input power for the two-tone simulation.

of 200. This has significant implications for the phase
performance of the device.

VIL

In this paper, we have verified the generalized power
series analysis simulation technique for a MESFET ampli-
fier circuit with a single-tone input as well as for a two-tone
intermodulation test. This technique is significant because
it can be used to simulate nonlinear circuits having large-
signal multifrequency inputs where the separation of the
signal frequencies is arbitrary. The method provides for
accurate calculation of the Jacobian, which results in excel-
lent. convergence properties. Because Fourier transforms
are not needed and because each frequency component is
calculated separately, a large dynamic range is achieved.

This method requires that the nonlinearities be ex-
pressed as generalized power series functions of a single

CONCLUSIONS

IELL TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL MTT-35, NO. 12, DECEMBER 1987

variable. A wide range of nonlinear elements can be de-
scribed in this way and an implementation allowing multi-
variable functions is under development. This will allow
more accurate modeling.

Generalized power series analysis is an attempt to fill a
void that currently exists in CAD software for the analysis
of nonlinear microwave circuits. By simulating circuits
having nonharmonically related input frequencies, it makes
a significant contribution. This analysis can also be used in
simulating oscillators, since derivatives of current with
respect to frequency can also be calculated when using
generalized power series representations. The simulation of
oscillators is particularly difficult using currently available
software.
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